Abstract—Mobile Edge Computing (MEC) is a promising technology to extend the diverse services to the edge of Internet of Things (IoT) system. However, the static edge server deployment may cause “service hole” in IoT networks in which the location and service requests of the User Equipments (UEs) may be dynamically changing. In this paper, we firstly explore a vehicle edge computing network architecture in which the vehicles can act as the mobile edge servers to provide computation services for nearby UEs. Then, we propose as vehicle-assisted offloading scheme for UEs while considering the delay of the computation task. Accordingly, an optimization problem is formulated to maximize the long-term utility of the vehicle edge computing network. Considering the stochastic vehicle traffic, dynamic computation requests and time-varying communication conditions, the problem is further formulated as a semi-Markov process and two reinforcement learning methods: Q-learning based method and deep reinforcement learning (DRL) method, are proposed to obtain the optimal policies of computation offloading and resource allocation. Finally, we analyze the effectiveness of the proposed scheme in the vehicular edge computing network by giving numerical results.
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I. INTRODUCTION

THE EVOLVING Internet of Things (IoT) system requires highly scalable infrastructure to adaptively provide proper services for different applications in distinct domains [1]–[3]. The crucial requirements of the IoT is full scalability and interoperability of interconnected devices while providing a high degree of flexibility. Allowing the high integration of advanced communication and computation technologies, such as high density small-cell deployment, massive MIMO, remote cloud service, the IoT network will achieve high magnitudes of connected objects and diverse services by consuming less energy [4]–[7]. However, the long-distance transmission from the static/mobile devices to the base stations or cloud server may cause severe service delay and extra transmission energy cost. Mobile Edge Computing (MEC) is regarded as a key technology and architectural concept to improve the computation offloading efficiency [8]–[11]. With regard to the IoT services scenario, MEC can provide low latency, proximity, high bandwidth and computing agility in the computation process. Specially, for the ultra-dense IoT scenario, the computation offloading and power allocation in MEC can enhance the energy efficiency of the realistic IoT system [12]–[14].

In MEC based IoT network, the devices can offload all/part of the computation tasks to the MEC server which can speed up the processing of the tasks and save energy for devices [15]–[17]. Then, the main technical problem becomes whether/when/how many computation tasks should be offloaded. Numerous literatures are devoted to design the optimal strategy to solve this problem under different performance requirements [18]–[21]. Considering the long-time energy efficiency while using IoT network, an efficient edge computing infrastructure is proposed in [18]. Due to stochastic task arrivals and wireless channels, congested air interface, and prohibitive feedbacks from thousands of IoT devices, authors in [19] generate asymptotically optimal schedules tolerant to out-of-date network knowledge, thereby relieving stringent requirements on feedbacks. The optimal schedule and energy efficient resource allocation policies for MEC are proposed in [20] and [21], respectively.

Since the vehicle is an important type of User Equipment (UE) in IoT system, the vehicular edge computing network structure and related resource allocation methods are studied by many researchers [22]–[27]. C. Wang et al., propose a scalable SDN-enabled MEC architecture that integrates a heterogeneous vehicular network to decrease the overall delay and offload the traffic load from the backbone network [22]. To reduce both the latency and the transmission cost of the computation offloading, a cloud-based MEC offloading framework is proposed for vehicular networks in [23]. In [24], based on the MEC-assisted vehicular offloading mode, a target server selection policy is presented to improve task offloading reliability in the case of vehicular
data transmission failure. Some novel MEC-based vehicular networks are proposed in [25], [26], in which the computation offloading policies are carefully designed according to different scenarios. The reinforcement learning is used for long-term resource provision in vehicular cloud to deal with dynamic demands for the resources and stringent QoS requirements [27]. However, in the existing literatures, the vehicles play the role as users in the MEC network in which the edge servers are statically deployed and may cause “service hole” due to the explosion of service requests of tremendous number of UEs.

The focus of this paper is to design a Vehicle Edge Computing (VEC) network in which the vehicles are able to provide computation services as well as the traditional edge servers. As the traditional edge server, generally connected to road side units, small-cell base stations, etc., has fixed locations, the proposed architecture can extend the computation services range and improve flexibility of the MEC network. Then, we propose an efficient computation offloading scheme for UEs while considering the delay of the computation tasks generated by UEs. Accordingly, we formulate an optimization problem to maximize the total utility of the proposed VEC network.

To solve the problem, the stochastic traffic and communication uncertainty in vehicular communication environment should be carefully addressed. The Q-learning method is one of the model-free reinforcement learning methods which are not based on the environment elements are already known [32]. Such feature makes Q-learning method suitable for solving the proposed problem in the vehicle edge computing network. The crucial part of Q-learning is to accurately and efficiently estimate the \( Q \) value, which may lead to the curse of dimensionality as the increasing of state space. Deep reinforcement learning (DRL), which approximates the \( Q \)-function by using deep neural networks, has more advantages than Q-learning for providing greater performance and more robust learning [33]–[36]. Hence, the proposed problem is further formulated as a semi-Markov process and two reinforcement learning methods: Q-learning based method and deep reinforcement learning (DRL) method are proposed to determine the policies of computation offloading and resource allocation.

In this paper, we propose a VEC network to enhance the flexibility and scalability of the MEC based IoT system with main contributions summarized as follows:

1) We propose a vehicle edge computing network architecture in which the vehicles can provide computation services for UEs as well as the traditional edge server.

2) We propose an efficient offloading scheme for the vehicle edge computing network while considering both delay and limited computation capabilities of vehicles and edge servers. Accordingly, we formulate an optimization problem to maximize the total utility of the vehicle edge computing network.

3) Taking into account of the stochastic traffic and uncertain communication conditions, we reformulated the proposed problem as a semi-Markov process and propose Q-learning based reinforcement learning method and DRL method to find the policies of computation offloading and resource allocation.

The remainder of this paper is organized as follows. In Section II, the system model of VEC network is introduced. The efficient computation offloading scheme and the utility maximization problem are described in Section III. The reinforcement learning solutions: Q-learning method and DRL method are described in Section IV. Section V presents the numerical results of the proposed methods. Finally, the paper is concluded in Section IV.

II. SYSTEM MODEL

In this section, the system model of the VEC network is presented. We first propose the VEC network infrastructure, then we describe the communication model and computation model in details.

A. Vehicle Edge Computing Network Infrastructure

1) Network Infrastructure: We consider an urban environment of one macro-cell with a macro base station (BS) and \( N \) small cells, each of which with a small-cell BS, as shown in Fig. 1. The macro cell is connected to the cloud server through the core network of the cellular communications. One fact is that the small-cell BS and connected edge server may not satisfy the communication and computation demands burst of all UEs in MEC network. However, the huge number of vehicles in urban environment can lead to frequent encounter with UEs and provide computation services for them. Hence, to extend the range of computation services, the edge computing servers are classified as two types: fixed edge server (FES) and vehicular edge server (VES). FES is placed in the small-cell BSs, with fixed location, which is connected to the MBS in wired manner. Meanwhile, any vehicles can be the candidates of the VES, which can connect with UEs within the valid communication range by employing IEEE 802.11p or LTE protocol.

2) Vehicle Edge Computing Operation Model: In our model, the FES and VES are managed by a VEC operator which can purchase physical resources (e.g., spectrum and backhaul) from realistic entities to provide payable services for UEs. If the UEs decide to offload the computation task, VEC operator will choose VES or FES to execute the task. In such case, we denote \( d_i \in \{0, 1\}, \forall i \) as the computation offloading decision of UE \( i \). \( v_i \in \{0, 1\}, \forall i \) and \( a_i \in \{0, 1\}, \forall i \) are defined to denote the
decision that the computation tasks are offloading to VES and FES, respectively. Specifically, \( d_i = 1 \) if UE \( i \) decide to compute its task locally and \( d_i = 0 \) if the UE chooses to offload the computation task to the VEC operator; \( v_i = 1 \) if UE \( i \) offload computation task to VES, otherwise \( v_i = 0 \); \( o_i = 1 \) if UE \( i \) offload computation task to FES, otherwise \( o_i = 0 \). So, we have \( \mathbf{d} = \{d_i\}_{i \in \mathcal{I}}, \mathbf{v} = \{v_i\}_{i \in \mathcal{I}} \) and \( \mathbf{o} = \{o_i\}_{i \in \mathcal{I}} \) as the offloading decision profiles of UEs, where \( J \) is the number of UEs with computation requests in each small cell.

In the proposed vehicle edge computing model, the service range of the VES can be extended more close to the UEs. However, the stochastic traffic leads to the random number of VES candidates in each time instant. More complicated, the VES candidates may have different incentive desirability to become a formal VES for providing computation services. Hence, to evaluate the number of available VESs for a specific UE, we model the transition of the number of available VESs for one UE as a Markov chain. Let the number of available VES is the random variable \( K \) and \( \mathcal{K} = \{1, 2, \ldots, V\} \), where \( V \) is the total number of vehicles in the network. Then, the state transition probability matrix of the number of available VESs for UE \( i \) is defined as:

\[
\Theta_{VES}(t) = [\omega_{x,y}(t)]_{V \times V}
\]

where \( \omega_{x,y}(t) = \Pr(K(t) = y_i \mid K(t) = x_i) \) and \( x, y \in \mathcal{K} \).

B. Communication Model

1) UEs to VESs: We consider the UEs communicate with VESs using one-hop ad hoc network structure. As the interference from the vehicles reusing the same channel with the transmitting vehicle, the spectrum efficiency for the communication link between the \( k \)-th VES and the UE \( i \) is

\[
e_{i,k}^{VES} = \log_2 \left( 1 + \frac{p_i g_{i,k}}{\sum_{j=1}^{I} \sum_{m=1}^{K} p_j g_{j,m} + \sigma} \right)
\]

where \( p_i \) denotes the transmission power of UE \( i \), \( g_{i,k} \) are the channel gain of wireless propagation channel between UE \( i \) and VES \( k \), \( U E_{j} \) and VES \( j \), respectively. \( \sigma \) is the power of white Gaussian noise.

We denote \( \eta_{i,k} \in [0, 1] \) as the percentage of the spectrum allocated to the \( k \)-th UE by the \( k \)-th VES. Then, the data rate of UE \( i \) served by VES \( k \), \( R_{VES,i}^{k} \) is calculated as

\[
R_{VES,i}^{k} = \eta_{i,k} B_{i,k}^{VES}
\]

where \( B \) is the bandwidth of available spectrum between UEs and VESs.

2) UEs to FESs: The UEs also can offload computation tasks to the FESs through small-cell BS by 5G network. In this paper, we consider UEs use orthogonal spectrum in each small-cell, hence no interference is caused among UEs in one small cell. However, the interference is from the neighboring small-cells. Hence, the spectrum efficiency for the communication link between the \( n \)-th FES and the UE \( i \) is

\[
e_{i,n}^{FES} = \log_2 \left( 1 + \frac{p_i g_{i,n}^{F}}{\sum_{j=1}^{I} \sum_{m=1}^{K} p_j g_{j,m}^{F} + \sigma^{F}} \right)
\]

where \( p_i \) denotes the transmission power of UE \( i \), \( g_{i,n}^{F} \), \( g_{j,m}^{F} \) are the channel gain of wireless propagation channel between UE \( i \) and FES \( n \), UE \( j \) and FES \( n \), respectively. \( \sigma^{F} \) is the power of additive white Gaussian noise in the FES communication case. We denote \( \theta_{i,n} \in [0, 1] \) as the percentage of spectrum allocated to the \( i \)-th UE by the \( n \)-th FES. Therefore, the data rate of UE \( i \) served by FES \( n \), \( R_{FES,i}^{n} \) is calculated as

\[
R_{FES,i}^{n} = \theta_{i,n} B_{i,n}^{FES},
\]

where \( B_{0} \) is the bandwidth of available spectrum between UEs and FESs.

C. Computation Model

In the computation offloading model, the computation task can be locally computed by the UEs or executed by VES/FES via computation offloading. We denote the computation task from UE \( i \) as \( S_i \equiv (H_i, Z_i, T^{max}_i) \). Here, \( H_i \) denotes the size of computation data, \( Z_i \) stands for the amount of the computation resources required to finish the task \( S_i \), and \( T^{max}_i \) is the maximum latency of the task. We next discuss the delay which is defined as the computation execution time of both local MEC and VEC computing methods.

1) Local Computing: For the local computing method, each UE calculate the computation task \( S_i \) by using the computation resources of UE \( i \), which is denoted as \( C_{local,i} \). Here, we consider different UEs have distinct computational capabilities. The computation time \( T_i \) of task \( S_i \) executed by UE \( i \) is expressed as

\[
T_{i,local} = \frac{Z_i}{C_{local,i}}.
\]

2) VES Computing: For the VES computing method, the \( i \)-th UE can offload the computation task \( S_i \) to the VES through wireless connection between users and vehicles. Then, the VES will compute the task for the UEs. Hence, the time cost of executing the task includes two parts: communication time and computation time. The communication time costs are depending on the size of computation input data \( H_i \) and the data rate of UE \( i \) served by VES \( R_{VES,i}^{k} \), hence we have

\[
T_{i,comm}^{VES} = \frac{H_i}{R_{VES,i}^{k}}.
\]

Let \( C_{VES,i} \) denote the computation resource of the VES assigned to UE \( i \). Then, the computation time costs for task \( S_i \) can be calculated as

\[
T_{i,comp}^{VES} = \frac{Z_i}{C_{VES,i}}.
\]

Therefore, the total execution time of the task of UE \( i \) served by VES is given by

\[
T_i^{VES} = T_{i,comm}^{VES} + T_{i,comp}^{VES}.
\]

3) FES Computing: For the FES computing method, the \( i \)-th UE offloads its computation task \( S_i \) via small-cell BS to its associated FES. Then, the FES will execute the computation task for UE \( i \). Similar to the VES computing, the time costs for executing the computation task of UE \( i \) consists of communication time.
and computation time. The communication time is calculated as
\begin{equation}
T_{i,\text{comm}}^{FES} = \frac{H_i}{R_{FES,i}^n}, \quad (10)
\end{equation}
where \( R_{FES,i}^n \) denote the data rate of UE \( i \) served by FES \( n \). Let \( C_{FES,i} \) denote the computation capability (i.e., CPU cycles per second) of the FES allocated to UE \( i \). Then, the computation time of the FES on task \( S_i \) at time \( t \) is given by
\begin{equation}
T_{i,\text{comp}}^{FES} = \frac{Z_i}{C_{FES,i}}, \quad (11)
\end{equation}
Therefore, the total computation time of the task of UE \( i \) served by FES is given by
\begin{equation}
T_i^{FES} = T_{i,\text{comm}}^{FES} + T_{i,\text{comp}}^{FES}. \quad (12)
\end{equation}

### III. VEHICLE EDGE COMPUTING OFFLOADING AND RESOURCE ALLOCATION

#### A. Vehicle-Assisted Computing Offloading Scheme

Based on the proposed system model, the vehicles-assisted computing offloading scheme can be described as follows: At time instant \( t \), upon UE \( i \) generates a computation task, it transmits a notification message to the VEC operator. By knowing the information of the computation task \( S_i \), the VEC operator will calculate the utilities of executing the task by local computing, VES computing and FES computing, respectively. By solving the optimization problem of maximizing the utility, which will be described in Section IV in details, the VEC operator will obtain the decision of using which computing methods as well as the communication and computing resources allocation policies. Then, the operator executes the computation task and sends the results to the UE when computing finished. If the task cannot be finished by the selected methods during given time period \( T_{i}^{\text{max}} \), the VEC operator will send a failure beacon to the UE \( i \) and start a new round of computing process.

#### B. VEC Network Utility

The utility of the VEC network is consisted by two parts: the communication utility and the computation utility.

1) **Communication Utility:** The VEC operator charges UE \( i \) for transmitting computation task to VES or FES, and the unit price of transmitting is defined as \( \rho_i(t) \) per bps at time slot \( t \), respectively. Meanwhile, the VEC operator rents spectrum and backhaul from wireless network in both VES and FES cases. The unit price of leasing spectrum from FES is defined as \( \rho_{FES,i} \) per Hz, while the unit price of leasing spectrum from VES to UE \( i \) is defined as \( \varphi_{i,k} \) per bps. Hence, the communication utility of VEC operator for assigning radio resources to UE \( i \) at time instant \( t \) is
\begin{equation}
F_{\text{comm},i}(t) = a_i(t)H_i - \alpha_i \beta_{FES,i} R_{FES,i}^n(t) - \varphi_{i,k} \xi_{VES,i} C_{VES,i}(t), \quad (13)
\end{equation}

2) **Computation Utility:** Next, we will discuss the utility of VEC operator for providing computation services to UEs. The unit price that the VEC operator charge UEs for computation task \( S_i \) at time slot \( t \) is \( b_i(t) \). Meanwhile, the unit price of the computation resource that VEC operator rents from FES and VES are \( \xi_{FES,i} \) and \( \xi_{VES,i} \), respectively. Let \( C_{FES,i} \) and \( C_{VES,i} \) denote the computation resource of FES and VES assigned to mobile UE \( i \) at time instant \( t \), respectively. We have
\begin{equation}
F_{\text{comp},i}(t) = b_i(t) Z_i - \alpha_i \beta_{FES,i} R_{FES,i}^n(t) - \varphi_{i,k} \xi_{VES,i} C_{VES,i}(t)
\end{equation}
\begin{equation}
- \varphi_{i,k} \xi_{VES,i} C_{VES,i}(t), \quad (14)
\end{equation}
where \( \rho_{i,n} \) and \( \varphi_{i,k} \) denote the percentage of FES \( n \) and VES \( k \) computation resource allocated to UE \( i \), respectively. Therefore, the total utility of the VEC operator serve UE \( i \) at time instant \( t \) can be calculated as
\begin{equation}
F_i(t) = F_{\text{comm},i}(t) + F_{\text{comp},i}(t). \quad (15)
\end{equation}
Finally, we give the utility function of VEC operator as follows
\begin{equation}
F(t) = \sum_{i \in I} d_i F_i(t)
\end{equation}
\begin{equation}
= \sum_{i \in I} d_i (F_{\text{comm},i}(t) + F_{\text{comp},i}(t)). \quad (16)
\end{equation}

#### C. Utility Maximization Problem Formulation

The main objective of this paper is to maximize the VEC network utility by deciding offloading and resource allocation policies. Then, we have the optimization problem as follows
\begin{equation}
(P1) \quad \max_{d_i, \xi_{i,n}, \varphi_{i,k}, \rho_{i,n}} \quad \lim_{t \to \infty} \frac{1}{T} \sum_{t=1}^{T} F(t)
\end{equation}
s.t. \( C1: \sum_{i \in I} d_i + v_i + a_i = 1, \)
\( C2: \sum_{i \in I} R_{VES,i}(t) \leq R_{VES,i}^{FES}, \forall t \)
\( C3: \sum_{i \in I} R_{FES,i}(t) \leq R_{FES,i}^{FES}, \forall t, \)
\( C4: \sum_{m=1}^{N} \sum_{i \in I} R_{FES,i}(t) \leq \Lambda F, \)
\( C5: \sum_{i \in I} v_i \varphi_{i,k} \leq \Lambda F, \)
\( C6: \sum_{i \in I} v_i \varphi_{i,k} \leq 1, \quad \sum_{i \in I} a_i \beta_{i,n} \leq 1. \quad (17)\)

In the set of constraints, constraint (C1) guarantees that each UE chooses local computing, VES or FES to execute the computation task, constraint (C2) guarantees that the spectrum used by all UEs for offloading cannot exceed the total available spectrum of VES and FES, respectively. Constraint (C3) ensures that the interference on VES \( k \) caused by other VESs below
the threshold $\Lambda^V$. Similar constraints for FES $n$ is showed in (C4). Constraints (C5) makes sure the execution time of local, VES and FES computing methods will not exceed the maximum latency of the task. Constraints (C6) guarantee that the computation resource allocated to all UEs less than the total amount of computation resource provided by the VES and FES, respectively.

Problem (P1) can be solved to find results of offloading decision variables $d_i, v_i, o_i, i$ and resource allocation variables $\eta_{i,k}, \theta_{i,n}, \rho_{i,n}, \varphi_{i,k}$. However, for the fact that the decision variables are binary variable, the formulated problem (P1) is not convex. Moreover, we consider the realistic scenarios, where the interaction between UEs and vehicles, the communication channel conditions, the VESS’s and FESS’s computation abilities are all dynamically changing. In such case, the operator should collect large amount of system states, and make the global decision on offloading operation and resources allocations for every UE in the network according to the systems current state. In this paper, we propose the reinforcement learning methods to solve this problem.

IV. REINFORCEMENT LEARNING-BASED SOLUTION

In this section, we firstly define the state space, action space and reward function for the proposed problem. Then, we formulate the utility maximization problem as a Markov decision process and $Q$-learning based reinforcement learning method to find the results of the problem. Furthermore, to avoid the curse of dimensionality, we propose a DRL method which use a deep neural network (DNN) to estimate the action-value function of $Q$-learning.

A. State, Action, and Reward Definition

There are three critical factors should be identified in the reinforcement learning method, namely state, action and reward, which will be described as follow.

1) State Space: The state of the available VES $k \in \{1, \ldots, K\}$, the available FES $n \in \{1, \ldots, N\}$ for UE $i$ in time slot $t \in \{0, 1, \ldots, T - 1\}$ is determined by the realization of the states $R_{VES,i}(t), C_{VES,i}(t), R_{FES,i}(t), C_{FES,i}(t)$. Hence, the state vector can be presented as

$$x_i(t) = [K_i(t), R_{VES,i}(t), R_{FES,i}(t), \ldots, R_{VES,i}, C_{VES,i}(t), C_{VES,i}(t), \ldots, C_{VES,i}; R_{FES,i}(t), R_{FES,i}(t), \ldots, R_{FES,i}, C_{FES,i}(t), C_{FES,i}(t), \ldots, C_{FES,i}].$$

2) Action Space: In the proposed VEC network, the VEC operator has to decide the computation task offloading strategy for selecting local computing, VES computing or FES computing methods will not exceed the maximum latency of the task. Meanwhile, the percentage of the communication and computation resources of VES and FES that are allocated to UE $i$ at time slot $t$ also should be determined. Accordingly, the current action vector $u_i(t)$ can be described as follows

$$u_i(t) = [d_i(t), v_i(t), o_i(t), \eta_{i,1}(t), \eta_{i,2}(t), \ldots, \eta_{i,K}(t), \theta_{i,1}(t), \theta_{i,2}(t), \ldots, \theta_{i,N}(t), \rho_{i,1}(t), \rho_{i,2}(t), \ldots, \rho_{i,K}(t), \varphi_{i,1}(t), \varphi_{i,2}(t), \ldots, \varphi_{i,N}(t)].$$

3) Reward Function: The reward function is the objective function of problem (P1), which denote the VEC network utility. The gain of the reward is determined by the system action. Hence, the immediate network reward function is the VEC operator’s utility from a certain UE $i$ at time slot $t$, i.e., $F_i(t)$ in (15). The agent obtains $F_i(t)$ in state $x_i(t)$ when action $u_i(t)$ is performed in time slot $t$. To maximize the long-term utility of VEC operator, the cumulative utility is given as

$$\bar{F}_i = \max E \left[ \sum_{t=0}^{T-1} F_i(t) \right].$$

B. Q-Learning Based Solution

1) Markovian Decision Process Formulation: The proposed vehicle-assisted computing offloading process described is approximated as a Markovian decision process. In a Markovian decision problem, the state at stage $t$ is denoted as $x(t)$, and the action can be denoted as $u(t)$, which can be obtained from $U_{\eta}(t)$ of admissible actions. When the VEC operator executes action $u(t) \in U_{\eta}(t)$, we can use $y$ to represent the VEC network’s state at the next stage. Then, the state-transition probability is given as $p_{xy}(u)$. The recursive equation can be written as

$$\Omega_i(x(t)) = \min_{u(t)\in U_{\eta}(t)} \{ F(x(t), u(t)) + \sum_{y \in X} p_{xy}(u) \Omega_i(y(t+1)) \}$$

s.t. constraints in (C1)–(C6).

In this paper, we use $Q$-learning method to solve Markovian decision problems. The Q-learning method estimates the optimal $Q$ values of the state and admissible action pairs. More specifically, we define the $Q$ value of state $x$ and action $u$ pair as the action cost $Q^\Omega(x, u)$ evaluated by $\Omega$ [32], as follows

$$Q^\Omega(x, u) = F(x, u) + \sum_{y \in X} p_{xy}(u) \Omega(y).$$

Let $Q^*(x, u)$ denote the optimal $Q$ value of state $x$ and action $u \in U_x$, the optimal evaluation function $\Omega^*$ for $x$ is

$$\Omega^*(x) = \min_{u \in U_x} Q^*(x, u)$$

$$= \min_{u \in U_x} \left[ F(x, u) + \sum_{y \in X} p_{xy}(u) \Omega^*(y) \right]$$

Let $Q_t(x, u)$ denote the estimate of $Q^*(x, u)$ at stage $t$. According to (23), the estimate of $\Omega^*(x)$ at stage $t$ can be
Algorithm 1: Q-Learning Based Algorithm.
1: Initialize $Q(x, u)$;
2: For any stage $t$, VEC operator acquires state vector $x(t) \forall t$;
3: The RL agent at VEC operator computes the $Q$ value $Q_t(x, u)$ according to (22);
4: The agent computes $\Omega_t(x)$ and renew $Q_{t+1}(x, u)$ according to (24) and (25), respectively;
5: The agent obtains a optimal policy $U^*_t(x)$ at stage $t$ that is greedy with respect to $\Omega_t$;
6: Terminate when reach expected state $x_{\text{terminal}}$.

written as,
$$\Omega_t(x) = \min_{u \in U(x)} Q_t(x, u). \quad (24)$$

2) Q-Learning Based Algorithm: A Q-learning based algorithm is proposed to solve (P1) problem as shown in Algorithm 1. For each stage $t$, the VEC operator updates the $Q$-values of a certain number of $(x, u)$ pairs and leaves other admissible $(x, u)$ pairs with unchanged $Q$-values. Let $W_t^Q \subseteq \{(x, u) \mid x \in X, u \in U(x)\}$ denote the subset of state-action $(x, u)$ pairs whose $Q$-values are updated at stage $t$. For each state-action pair in $W_t^Q$, the updating of the $Q$-value has two approaches: the $Q$-value is decided by its old value, and the $Q$-value is replaced by a backed-up value. To get compatibility of these two approaches, a learning rate parameter, which is denoted as $\alpha_t$, is used to update the $Q$-value of $(x, u)$ at stage $t$. Then, $Q_{t+1}$ is updated as follows: if $(x, u) \in W_t^Q$,
$$Q_{t+1}(x, u) = (1-\alpha_t)Q_t(x, u) + \alpha_t[F(x, u) + \Omega_t(x)], \quad (25)$$
where $\Omega_t(x)$ can be obtained by (24). The $Q$-values of other state-action $(x, u)$ pairs remains unchanged, i.e,
$$Q_{t+1}(x, u) = Q_t(x, u),$$
where $(x, u) \not\in W_t^Q$. We can record all possible $Q$-values of the admissible state-action pairs $(x, u)$ at each stage $t$. Meanwhile, if the learning rate $\alpha_t$ descend over stage $t$, the sequence $Q_t(x, u)$ achieved by the $Q$-learning method will converge to $Q^*$ for each stage-action pair in $Q$-learning based method.

C. DRL-Based Vehicle Edge Computing

In the above subsection, although the $Q$-learning based solution can solve the problem (P1) with random variables, the effectiveness of the solution will be reduced when the high-dimensional state and action spaces should be dealt with in actual complicated problems. To handle this problem, we propose a DRL-based method which uses DNN to estimate $Q(x, u)$ instead of calculating $Q$ value for each state-action pair in $Q$-learning based method.

1) DRL Method: In DRL-based method, the multi-layer deep convolutional networks is used to replace ordinary neural networks to extract high-level features from raw input data. Two neural networks are employed in DRL method. One is the main neural network which is used to represent $Q$ function, denoted as $Q(x, u; \theta)$, where $\theta$ stands for the weights of the main neural network. Another is the target neural network, which generates the target $Q$-value $y'_j$ as
$$y'_j = F_j + \varepsilon \max_{u'} Q(x', u'; \theta'_j) \quad (26)$$
where $\theta'$ is the parameter of the target network. For the sake of training stabilization, $\theta'$ has fixed value during the calculation of $y'_j$ and is updated after some training steps. Then, we train the deep $Q$-function according to the target $Q$-value by minimizing the loss function, denoted as $\text{Loss}(\theta)$, which is given by
$$\text{Loss}(\theta) = \frac{1}{U} \sum_j (y_j - Q(x, u; \theta_j))^2. \quad (27)$$
Note that the weight of target neural network $\theta'_j$ is updated using lately weight $\theta_j$.

Moreover, to get rid of the divergence or oscillation due to the strong correlations between consecutive transitions in $Q$-function approximation, the DRL method use experience replay, which stores the experience transition tuple $(x(t), u(t), F_t, x(t+1))$ at time $t$ into a replay memory $D = \{D_1, \ldots, D_t\}$. Then, the DRL agent randomly samples mini-batch data from the experience memory to train the parameters of DNN. This allows repeated usage of experience data to increase sample efficiency, and can speed up the convergence of learning algorithms.

2) Model-Assisted DRL Framework: We note that the experience transition data in the tuple $(x(t), u(t), F_t, x(t+1))$ have different level of complexities due to different time slot $t$. For example, the data rate between VESs and UEs $R_{V/E}$ during daytime are more complex than that at night since less vehicles are appearing in such period. But for the club streets the story is totally different. This implies the complexity of transition data is time varying and has distinct complexity even for the same location. To further improve the efficiency of the DRL method, in this paper, we propose a model-assisted DRL framework in which the DRL agent adaptively selects the training data according to their learning complexities instead of choosing data randomly from experience memory.

The main idea of the model-assisted DRL can be described as follows. At the beginning of the learning phase, the agent selects a transition data from the replay memory and calculate the complexity value of the data. If the complexity value is below the pre-set threshold $\lambda$, the selected data is partially replaced by the calculated data obtained by the model. More specifically, the replaced part of the data is obtained by the communication model as shown in (3) (5). Otherwise, the selected data is used for training. Then, the agent increases the proportion of complex transitions along with the training process. To sort the transitions data in a meaningful order, a complexity function is defined as follows.

Definition 1: (Complexity Function): Assume a function $CM(\omega) \rightarrow \mathbb{R}$ denotes the complexity of the sample $\omega_i$ from a sample set. For any given two samples $\omega_i$ and $\omega_j$, if $CM(\omega_i) < CM(\omega_j)$, we say that sample $\omega_j$ is harder to learn than sample $\omega_i$.

The mathematical formula of complexity function can be obtained from [37]. With the complexity function, the DRL
TABLE I
THE SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B, B_0$</td>
<td>5, 10 MHz</td>
<td>The spectrum bandwidth between UEs and VES, FES</td>
</tr>
<tr>
<td>$P_i$</td>
<td>100 mwatts</td>
<td>The transmitting power of UE $i$</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>-100 dBm</td>
<td>The background noise</td>
</tr>
<tr>
<td>$H_i$</td>
<td>1 MB</td>
<td>The data size of computation task for UE $i$</td>
</tr>
<tr>
<td>$Z_i$</td>
<td>2500 Megacycles</td>
<td>The number of CPU cycles of computation task for UE $i$</td>
</tr>
<tr>
<td>$C_{local,i}$</td>
<td>0.5GHz</td>
<td>The computation capability of UE $i$</td>
</tr>
<tr>
<td>$C_{VES}$</td>
<td>20GHz</td>
<td>The computation capability of VES</td>
</tr>
<tr>
<td>$C_{FES}$</td>
<td>100GHz</td>
<td>The computation capability of FES</td>
</tr>
<tr>
<td>$T_i^{max}$</td>
<td>10ms</td>
<td>The maximal time of task execution</td>
</tr>
</tbody>
</table>

Algorithm 2: DRL-Based Algorithm for Vehicle Edge Computing Network.

**OFFLINE:**
1. Preprocess the VEC network with random policy for enough long time;
2. Obtain and store the state transition profiles and the corresponding estimated $Q(x, u)$ into the experience memory $D$;
3. Train the DNN with input state-action pairs $(x, u)$ and outcomes $Q(x, u)$;

**ONLINE:**
4. For each episode
5. Obtain the original observation $s_1$, and pre-process $s_1$ as the state $x_1$;
6. For each step $t$
7. With probability $\varepsilon$ select random action $u_t$;
8. Otherwise $u_t = \arg\max u Q(x_t, u_t; \theta)$;
9. Execute action $u_t$ in the VEC network, achieve the reward $F_t$ and observation $s_{t+1}$;
10. Process $s_{t+1}$ to the next state $x_{t+1}$;
11. Store the experience $(x_t, u_t, F_t, x_{t+1})$ into the experience memory $D$;
12. Calculate the complexity function $CM$ and obtain a batch of $U$ samples $(x_j, u_j, F_j, x_{j+1})$ from the experience memory;
13. Calculate the target $Q$-value $y'_j$ from the target DNN as $y'_j = F_j + \varepsilon \max u Q(x', u'; \theta'_j)$
14. Update the weight of the main DNN $\theta$ by minimizing $\text{Loss}(\theta) = \frac{1}{U} \sum_j (y'_j - Q(x, u; \theta_j))^2$
15. Perform a gradient descent step on $\text{Loss}(\theta)$ with respect to the parameter $\theta$ and update $\theta'_j$ by using lately weight $\theta_j$;
16. End For
17. End For

3) DRL-Based Algorithm for Vehicle Edge Computing: As shown in Algorithm 2, the DRL-based algorithm consists of two phases: offline training phase and online deep Q-learning phase.

In the offline training phase, the DNN is constructed to derive the correlation between each state-action pair $(x, u)$ of the system under control and its value function $Q(x, u)$. Specifically, we firstly preprocess the computing modes (local, VES or FES) selection and resource allocation of VEC network with random policy for enough long time. Then, we obtain and store the state transition profiles and the corresponding estimated $Q(x, u)$ into an experience memory $D$ with capacity $C_D$. At last, the DNN is pre-trained with input pairs $(x, u)$ and outcomes $Q(x, u)$.

In the online deep Q-learning phase, the action selection and $Q$ value update is achieved by deep $Q$-learning method. Specifically, in each episode, the DRL agent firstly initiate the observation of the vehicular network state $x_1$. Then, the $\varepsilon$-greedy is utilized to select the execution action $u_t$. With $\varepsilon$ probability, an action from the action set is randomly selected. Otherwise, the action is chosen with the highest estimated $Q$ value which is derived from the main DNN with the input of state-action pair $(x_t, u_t)$. As obtaining the reward $F_t$ and next state $x_{t+1}$ from the vehicle edge computing network, the state transition $(x_t, u_t, F_t, x_{t+1})$ will be stored into the experience memory $D$. To train the main DNN, $U$ samples of the transition data are selected following the proposed model-assisted DRL method. After calculating the target $Q$-value $y'_j$, the DRL agent updates parameters $\theta$ of the main DNN by using stochastic gradient descent method on the loss function $\text{Loss}(\theta)$.

V. NUMERICAL RESULTS

To illustrate the performance of the proposed methods, we consider a $120 \times 120$ km² area which includes 5-50 randomly deployed small cells. At each time slot, there are 4-10 UEs with computation task and 10 vehicles running at constant speed in each small cell. Other evaluation parameters are listed in Table I [28], [29].

The performance of the proposed $Q$-learning based method and DRL-based method is compared with other two methods: VES and FES methods. In VES method, the UEs decide to execute the computation tasks locally or only by VES computing. In FES method, UEs execute the computation tasks locally or offload their tasks to the FES server and the entire computational resource is equally allocated to each UE. In both VES
Fig. 2. Convergence of the proposed DRL based method and $Q$-learning based method.

Fig. 3. Network utility of the VEC network.

Fig. 4. Network utility comparison in terms of the number of vehicles in each small cell.

and FES methods, the optimization problem is formulated to obtain the optimal offloading decisions and resource allocation policies [28]. Here, we set the capacity of experience memory $C_D = 500$, and the capacity of mini batch $U = 32$. The reward discount $\mu = 0.9$ and $\epsilon = 0.5$.

Fig. 2 shows the convergence performance of the proposed DRL based method and $Q$-learning based method. It is observed that the network utility increases as the number of the episodes increase until it attains a relatively stable value in both of the proposed DRL-based method and the $Q$-learning based method. It is shown that the proposed methods are convergent. We can also observe that the network utility of the $Q$-learning method is less than that of the DRL-based method, which will be explained in the next subsection.

A. Utility Comparison

Fig. 3 shows the comparison of the network utility of the proposed DRL-based method, $Q$-learning method, the VES and FES methods. The DRL-based method achieves the highest utility among all the methods. This is because the DRL-based method uses the optimal offloading policies and resource allocation for vehicle edge network at each time slot. In contrast, the VES and FES methods only use VES or FES as the offloading server and employ the greedy strategies which may not be able to reach the optimal utility under different system states. Meanwhile, we can also observer that the performance of the $Q$-learning method is less than that of the DRL-based method which can handle the high dimensional computation well.

In Fig. 4, we also compare the network utility in terms of the number of vehicles in each small cell. It is interesting to see that the utility obtained by VES method increases at first, then, when the number of vehicles reaches about 5, the acceleration of the increasing utility goes down. The reason is that when more and more VES is used for the offloading, the VEC operator could gain more from allocating spectrum and computation resources to more UEs. However, when there are too many VESs in the system, all those transmissions between the VESs and UEs will cause severe interference to each other during the computation tasks offloading process, so the operator will automatically decline some of the offloading requests generated by the UEs.

Still, we can observe that the proposed DRL-based method has the highest utility among other solutions. That is, the DRL-based method always makes better choice of computation strategy (local, VES or FES) according to dynamic network environment. The $Q$-learning method, thanks to the proposed computation selection and resource allocation strategy, has better utility than that of the VES and FES methods but less than that of the DRL-based method. For the FES method, the achieved utility is keeping a fixed value as the increasing number of vehicles. Since the FES method only uses FES and local computation to execute the task, the increasing number of vehicles will not affect its performance.

Fig. 5 shows the effects of the computation offloading charging price ($b_i$). The network utility of all methods increase with the increase of offloading charging price due to the fact that
Fig. 5. Network utility comparison in terms of different computation offloading charging price.

Fig. 6. Network utility comparison in terms of different spectrum access charging price.

In Fig. 6, we show the effects of the spectrum access charging price \( (a_i) \) for each UE. It is obvious that the network utility of all methods increase with the increase of spectrum access price which increases the gain of VEC server, and thus increases network utility. We can observe that the network utility in VES case are the lowest which indicates that the spectrum access price has much effects to the VES method. The reason is that the communications between the moving VES and UEs are easily affected by dynamic changing of radio environment, which results in more communication requests are declined and cause the utility reducing.

B. Delay Comparison

In this subsection, we define the delay as the execution time of a computation task which includes the computation time and offloading time for both VES and FES methods. For local computing method, the delay is the local execution time of the task. Since the DRL-based method and the \( Q \)-learning based method use the same offloading and resource allocation strategy, we just evaluate the delay of the DRL-based method in this case.

Fig. 7 shows the comparison of delay among the proposed DRL-based method, local method, VES and FES method. For FES method, the delay has constant value since the increasing number of vehicles will not affect the delay performance of FESs. In the local method, the UEs execute the computation task by themselves. Hence, the delay of this method is lower than that of FES method.

We also observe that the delay of the VES method increases with the increasing number of vehicles in each cell. This is because the increment of vehicles implies more VESs will join the offloading process, which may cause more severe interference among VESs and cause higher service delay. In addition, the VES method has lower delay than that of the FES and local methods when the number of the vehicles is small, which indicates that the VES method can achieve lower delay as the number of the vehicles not exceed 5 in each small cell. Note that the proposed DRL-based method has lower delay than that of both VES and FES methods. That is, the DRL-based method can intelligently find the most appropriate offloading policies under different scenarios.

Fig. 8 shows the delay comparison in terms of the computation resources (the number of CPU cycles) required for a computation task. It can be seen that delay of the local method increases as the required computation resources increases, which indicates that the local method is suitable for the computation tasks only require little computation resources. Compared to the local method, the delay generated by other three methods, i.e.,
The DRL-based method, VES method and FES method, increases slowly as the increasing of the required computation resources for the computation task. That is, these three methods can employ VES or FES to offload the computation and drastically save the computation time. Still, with the offloading strategy selection and resource allocation, the DRL-based method achieves lower delay than that of the VES and FES methods.

VI. CONCLUSION

In this paper, we proposed a vehicle edge computing network architecture in which the vehicles (VES) can be the edge computing server to provide computation services as well as FES for the UEs. As the VES and FES coexist in the same network, according to practical environment, the offloading policies and the resource allocation scheme for the VES or FES were proposed. Meanwhile, to find the optimal offloading and resource allocation policies, the semi-Markov process is used to model the relationship between the policies and the network environments. With the help of RL-based algorithm, we obtained the results which showed that the proposed scheme and the DRL-based solution can achieve better performance than that of the pure VES or FES methods.
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